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● An Overview on several Cross-Domain Learning Settings

○ (annotated) source data

○ (annotated) target data

○ source / target overlap

● Self-Supervision for Cross-Domain Learning
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[Multivariate Regression on the Grassmannian for Predicting Novel 
Domains, CVPR 2016]
[AdaGraph: Unifying Predictive and Continuous Domain Adaptation 
through Graphs, CVPR 2019]
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[Kitting in the Wild through Online 
Domain Adaptation, ICRA 2018]
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[Universal Source-Free Domain Adaptation, CVPR 2020]
[Do We Really Need to Access the Source Data? Source Hypothesis Transfer for Unsupervised Domain Adaptation, ICML 2020]
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[Universal Source-Free Domain Adaptation, CVPR 2020]
[Do We Really Need to Access the Source Data? Source Hypothesis Transfer for Unsupervised Domain Adaptation, ICML 2020]

Cross Entropy Loss

(1) Information Maximization Loss
It makes the target outputs
● individually certain (as entropy 

minimization)
● globally diverse
(2) Target Clustering & Nearest 

Centroid Classifier

Source-Free DA
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[Learning to transfer examples for partial domain 
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● Entropy-weighted adversarial domain 
discriminator (e-DANN)

● Borrow a fraction of the source sample 
per class and consider them as target

● Encourage uniform and low prediction 
scores for incorrect classes of the 
source

[Partial Adversarial Domain Adaptation, ECCV 2018]
[Learning to transfer examples for partial domain 
adaptation, CVPR 2019]

Partial DA
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[Open Set Domain Adaptation by Backpropagation, ECCV 
2018]
[Separate to Adapt: Open Set Domain Adaptation via 
Progressive Separation, CVPR 2019]
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Solve Jigsaw Puzzles

• Decompose an image in patches
• Shuffle them = remove their spatial co-location
• Ask a network to recompose the original image

Self-Supervised 
Learning

[Unsupervised learning of visual representations by solving jigsaw puzzles, CVPR 2016]



• Rotate the image = remove the original orientation
• Ask a network to predict the rotation angle 

[Unsupervised Representation Learning by Predicting Image Rotations, ICLR 2018]
Self-Supervised 

Learning

Recognize Image Orientation
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Self-Supervised Learning

[Steering Self-Supervised Feature Learning Beyond Local Pixel Statistics, CVPR 2020]
[Unsupervised learning of visual representations by solving jigsaw puzzles, CVPR 2016]
[Unsupervised representation learning by predicting image rotations, ICLR 2018]
[Colorization as a proxy task for visual understanding, CVPR 2017]
[Self-supervised feature learning by learning to spot artifacts, CVPR 2018]
[Colorization as a Proxy Task for Visual Understanding, CVPR 2017]
[Self-Supervised Feature Learning by Learning to Spot Artifacts, CVPR 2018]

https://sjenni.github.io/LearningToSpotArtifacts/
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[Domain Generalization by Solving Jigsaw Puzzles, CVPR 2019]
[Self-Supervised Learning Across Domains, ArXiv 2020]
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[On the Effectiveness of Image Rotation for 

Open Set Domain Adaptation, ECCV 2020]

[Tackling Partial Domain Adaptation with 

Self-Supervision, ICIAP 2019]
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[One-Shot Unsupervised 

Cross-Domain Detection,  ECCV2020]

[Domain Generalization by Solving Jigsaw Puzzles, CVPR 2019]
[Self-Supervised Learning Across Domains, ArXiv 2020]
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[Domain Generalization by Solving Jigsaw Puzzles, CVPR 2019]
[Self-Supervised Learning Across Domains, ArXiv 2020]
[Deeper, Broader and Artier Domain Generalization, ICCV 2017]



Self-Supervision + 3D Domain Adaptation

[Self-Supervision for 3D Real-World Challenges, TASK-CV Workshop ECCV 2020]



[On the Effectiveness of Image Rotation for Open Set Domain Adaptation, ECCV 2020]

Self-Supervision + Open-Set DA
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Normality Score

The Normality Score gives the probability that each 
Target sample is from a Known Class.

The Threshold IS NOT an hyperparameter.



[On the Effectiveness of Image Rotation for Open Set Domain Adaptation, ECCV 2020]

Stage II - Domain Alignment



Relative Rotation Classifier 
for the Domain Alignment

(4 classes)

Stage II - Domain Alignment

Cs+1 classes



Harmonic mean of OS* and UNK

It provides a high score only if the algorithm performs well both 
on known and on unknown samples, independently of |Cs|.

New Open-Set DA Metrics

Class accuracy over 
the Known Classes

Class accuracy over 
the Unknown Class

Number of
Known Classes

Measure of the 
overall performance



25 Known Classes
40 Unknown Classes

Results on Office-Home Dataset

[Deep Hashing Network for Unsupervised Domain Adaptation, CVPR 2017]



...with less known classes
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Source - labeled Target - unlabeled

TRAINING TEST

?

Self-Supervision + 
One-Shot Unsupervised Cross-Domain Detection 



Wait to collect feeds
Source - VOC

Diversify

Match

[A domain adaptive representation learning paradigm for object detection, CVPR 2019]

Cross-Domain Object Detection 



Source - VOCPretrained model

Per-sample 
unsupervised 

adaptation

One-Shot Unsupervised Cross-Domain Detection 



    Source - VOC

OSHOT

1. start from FasterCNN

[Towards real-time object detection with region proposal networks,  NIPS 

2015]

Gf Gd

One-Shot Unsupervised Cross-Domain Detection 
[One-Shot Unsupervised Cross-Domain Detection,  ECCV2020]
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OSHOT

Gf Gd

Gr

1. start from FasterCNN

2. add a self-supervised task: 
rotation recognition

[Towards real-time object detection with region proposal networks,  NIPS 

2015]

One-Shot Unsupervised Cross-Domain Detection 
[One-Shot Unsupervised Cross-Domain Detection,  ECCV2020]



OSHOT

1. start from FasterCNN

2. add a self-supervised task: 
rotation recognition

3. no need to further access 
the source

Gf Gd

Gr

[Towards real-time object detection with region proposal networks,  NIPS 

2015]

One-Shot Unsupervised Cross-Domain Detection 
[One-Shot Unsupervised Cross-Domain Detection,  ECCV2020]



OSHOT

Gd

1. start from FasterCNN

2. add a self-supervised task: 
rotation recognition

3. no need to further access 
the source

4. sample-guided 
self-supervised fine-tuning

Gf

Gr

[Towards real-time object detection with region proposal networks,  NIPS 

2015]

One-Shot Unsupervised Cross-Domain Detection 
[One-Shot Unsupervised Cross-Domain Detection,  ECCV2020]



OSHOT

Gf Gd

Gr

[Towards real-time object detection with region proposal networks,  NIPS 

2015]

One-Shot Unsupervised Cross-Domain Detection 
[One-Shot Unsupervised Cross-Domain Detection,  ECCV2020]



[28] [Diversify and match: A domain adaptive representation learning paradigm for object detection, CVPR 2019]
[42] [Saito et al: Strong-weak distribution alignment for adaptive object detection, CVPR 2019]

Adapting to a stream of Social Images 
[One-Shot Unsupervised Cross-Domain Detection,  ECCV2020]



[28] [Diversify and match: A domain adaptive representation learning paradigm for object detection, CVPR 2019]
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From Real to Artistic Images
[One-Shot Unsupervised Cross-Domain Detection,  ECCV2020]
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